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MNote: Answer ONE full question from each Module.

K-Levels: K1-Remebering. K2-Understanding, K3-Applying, K4-Analyzing, K5-Evaluating, K6-Creating

S{a)

. Q No. Questions M:rk Co [..:ft:tl
i Module |
(ay | Define Operating system and Explain dual mode of operating system with a neat 5 |ico K2
diagram -
ib) | Identify the difference between Multiprogramming and Timesharing system s | con K3
() | Design a Single-Processor System, Multiprocessor System, Clustered s eorl s
System in detail with neat diagrams.
OR
2{a) | Discuss about a system program and its categories? 5 Col K2
(b) | Design a Virtual machine in Java Platform with neat diagram? 5 | col K3
{e) | Design and explain about operating system structure in detail? i | col K3
Module 2
Ha) Ut:l'lze a process and Del.enﬂtne the different states of a process with an example s | co: -
and its process control block({PCB)?
(b) Iden.llfy the purpose of Short-term Scheduler, Long-term Scheduler, 8 |doE -
Medium-term Scheduler
] Apply IPC mechanism in message passing systems and explain it in detail. 10 | Coz K3
OR
Identify the difference between Single Threaded and Multithreaded process with ]
4(a) : i 5 |coz| K3
neat diagram and example’
(b) |Identify the benefits of multithreaded programming? s | coz K3
Solve the average waiting time and average turnaround time by drawing the Gantt
Chart using FCFS,SRTF.RR(g=2ms) and priority algorithms. Lower priority
number represents higher priority :
i im Priori
i Process Arrival Time Bursi Time ty i laas =
Pl 0 9 3
P2 I 4 2
P3 2 9 |
P4 3 5 4
Module 3
Build Pseudocode for the Producer process and Consumer process? s | cos K3




- — o : — in its hardware based solution o T —
Identity o seenario for eritical section problem? Explain its

wh

k2
s | tor the eritical section problem?
OR ] — T
l Lot d ] Co3 k3
6ea) - Make use of Test And Set() that Mutual-Exclusion is preserved — g
| s o 5 K
(h | Diseuss the conditions where deadlock occurs -
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Course Title  : Operating System Date :3/12024
Duration ¢ 1 % Hr{ 90 minutes) Max Marks :50

Note: Answer ONE full question from each Module.
K-Levels: K 1-Remebering, K2-Understanding, K3-Applying. K4-Analyzing, K3-Evaluating. K6-Creating

I E
-. 0Q Na. ! Questions Marks C'ﬂ_ I.:ql |
L . B Module 1 - - =
1a) | Explain the role of operating system with user and system viewpoints. 5 col Kz
" Identify the goals while designing an Operating system and Differentiate :
(h) " S 4 col K3
between Mechanism and Policies - | e : .
(i) Identify the differences between Symmetric and Asymmetric
Multiprocessing
dphni o : . i Ol ki
i (ii)Distinguish between modular kernel approach and layered approach with :
a neat sketch |
OR
2a) | Explain about Storage structure and its hierarchy in detail with neat diagram. ] cot1 K2
) Cnmpnre and contrast between client server computing and peer-to-peer 5 ot K3
) computing L
(¢) | Using neat diagram. explain the concept of virtual machines 10 Col K3
Module 2 -
3ta) | Define Cooperating process. Identify the reasons for process cooperution. 5 coz2 K3
3b) | Distinguish between direct and indirect communication 5 Co2 K3
Consider the following set of processes with CPU burst time(in ms)
Process Arrival Time Burst Time
Pl 0 6
P2 ! 3
Jieh P3 2 | 10 co2 K3
P4 3 !
Calenlate average waiting time and average turnaround time for the above
process using FCFS. SRTF and RR scheduling algorithm
(time quantum=2ms). Represent it in Gantt chart.
OR )
9 ![}eterrninﬂ the purpose of Scheduler? Identify the scheduling criteria 5 co2 K3
() | Identify the challenges faced while implementing multicore systems 5 coz K3
(c) | Build Multithreading Models and explain them in detail 10 co? K3
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- Module 3

and Apply the approaches

= {l—deﬁ{mu purpose of Process H}-nchmnimlinn |

S(a)

I " Show how semaphores provide solutio

used to handle critical sections in 05 ——
n to implement mutual exclusion:

: ] —
- Co} | Ky
: e

Co3 |

(IR

Design a Software based solution for Critical section problem and prove that

mutual exclusion property is preserved.

ol
C0l

k1

(b

Show a scenario where Deadlock oceurs with example.
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Mote: Answer ONE full question from each Module.

K-Levels: K1-Remebering, K2-Understanding, K3-Applying, K4-Analyzing, KS-Evaluating, K6-Creating

Nuo. ¥ K-
Q No Questions Marks | CO fiasial
Module 3

1®) Experiment with different methods to recovery from deadlocks and
Build a resource allocation graph by experimenting with Processes PO &P1 | 10 co3 K3
and two resources R1 and R2
OR
Apply Banker’s algorithm determine whether the following system is in a safe
state.
Processes Allocation Max Available
A B C A B C A B C
PO 0 0 2 0 0 4 | 0 2 10 Co3 K3
2(a) P1 | 0 1] 2 0 |
P2 1 3 5 1 3 7
P3 & 3 2 8 4 2
P4 | 4 3 | 5 7
Identify the safe sequence and Choose a request from Process P2 arrives for
(0,0,2) can the request be granted immediately
Module 4
3(a) dﬂgutzlli‘]lﬂa model for multi-step processing of a user program and explain it in 5 P %3
(b Make use of swapping, Construct a model for swapping of two processes using a 10 o4 K3
) disk as a backing store and explain its disadvantages
OR
Build a model with hardware address protection with base and limit registers < . A
) and Explain the necessity of base and limit registers.
Apply paging hardware with TLB and explain it in detail with a neat block
(b) digzr:mp B8 g o g cos | K3
Bt
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Degree : B.E Semester : [T
Branch - Stream : CCE Course Type / Code : BCS303
Course Title : OPERATING SYSTEM Date : 6-2-2024

Duration : 1 Hr ( 60 minutes) Max Marks : 25

Note: Answer ONE full question from each Module.

K-Levels: K1-Remebering, K2-Understanding, K3-Applying, K4-Analyzing, K5-Evaluating, K6-Creating

) No. Questions Marks Co K-
Level
Module 3
'@ | Make Use of deadlock prevention technique and explain them in detail. 10 co3 K3
OR
Apply Banker's al gurith:ﬁ to determine whether the following system is in a
safe state.
Processes Allocation Max Avallable
A B C A B C A B C
PO ] 1 0 7 5 i 3 3 2
2(a)
Pl 2 0 0 3 2 2 _ 10 o3 K3
r2 3 0 2 o 0 2
P3 2 | | 2 2 2
i 0 ] 2 4 3 3
Identify the need matrix and calculate the safe sequence
Module 4
3(a) Apply First fit, Best fit ,Worst fit for the given memory partitions of < p— -
100K, 500K,200K,300K and 600K to place 212K, 417K, 112K and 426K
®) Mn]fe use of structure of page table with suitable diagrams and explain it in 10 co4 K3
detail.
OR
4(a) | Identify the difference between Internal and External Fragmentation ] Co4 K3
5 ln:l_|=:nti1'3.r }he usage of contiguous memory allocation and explain it with 0 - .
suitable diagram
Do Cramda V w
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Scheme of Evaluation-SET A

1. Define an Operating system. Explain dual mode of operation with a diagram? [SM]
Ans: .
* Anoperating system is a program that manages computer hardware.
* Itactsas anintermediary between computer user and computer hardware.
Dual mode of operation
(i) Te ensure proper execution of the operating system, It is raquired to
distinguish between the execution of operating system code and user -
defined code,
(ii)The approach by most computer systems is to provide hardware
support that allows to differentiate among various modes of execution,

user process
user mode
user process executing calls system call return from system can | | (Mode Bl =1)
L] Fdl
4 F i
+ 7
frap return
karmal
made t;li =0 made bit = 1 b i
execule system call (mode:bil = 0)

Figure 1.10 Transition from user to kernel mode.

(i) There are two modes of execution namely user mode and kernel mode,
A bit(mode bit) is added to the hardware of the computer to indicate the current mode i.e Kernel(0
and User({1).
(ii) When the computer executed on behalf of the user application ,The system is in user mode.
(iii)When a user requests a service from Operating system, The system must transition from user to
kernel mode to fullfill the request.
Initially At system boot time, The hardware starts in kernel mode
The operating system is loaded and starts user application in user mode.
Whenever an interrupt occurs, The hardware switches from user mode to kernel mode.
Whenever operating system gains control of the computer, it is in kernel mode.
Advantage:
1. It protects the operating system from errant users and errant user from one another.
2. Hardware allows privileged instructions to be executed in kernel mode.
3. Priviliged instructions are executed in kernel mode.
Ex: /O control, timer management, interrupt management,

2. Identify the difference between Multiprogramming and timesharing system? CE‘H}

Ans:

Multiprogramming System Timesharing System
1.Multiprogramming system 1.Time sharing system is a logical
increases CPU utilization by extension of multiprogramming in which
organizing jobs so that CPU has the CPU executes multiple jobs by
always one to execute switching among them ,but the switches

occur so frequently that the users
interact with each program while it is
running.

8, The operating system keeps 2, The CPU executes multiple jobs by
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several jobs in memory | switching among them but the |
simultaneously. As-maln memaory switches occur so frequently that the

s small to accommodate all jobs, |

the jobs are kept on the disk in the | while it is running.
jwb pool ‘

J. No communication between the

user and the system
q. No user interaction | @.User interaction

KD T — YV W £

user can interact with each program

3.Direct communication batween the
user and the system

—

3. Design a single processor systems, Multiprocessor systems ,Clustered systems in detail with

a neat diagram?(10M) M
Single processor system: CQFHHJ‘. )

1. There is one main CPU capable of executing a general purpose instruction set Jncluding
mstructmns from user processas.

2. Single processor systems have special purpose processars as well. These processors are the
disk, keyboard and graphic controllers.

3.Special purpose processors run on a limited instruction set and do not run on user
processes.

Multi processor system:

1.

Multiprocessor system are known as parallel systems (have two or more processoers in
communication) sharing the common bu 5,clock, memory and pheripheral devices.
Multiprocessors have three main advantages.
(i) Increased Throughput
* By increasing the number of processors,mare work is done in less
time, .
* The speed-up ratio with N processors is not N but it is less than N,
* When multiple processors cooperate on a task,a certain amount of
overhead is incurred in keeping all the parts working caorrectly.
(ii) Economy of scale
* Multiprocessor system can cost less than equivalent multiple single-
processor systems because they share pheripherals , mass storage and
power supplies.
{iii) Increased Reliablity:
If functions are distributed properly among several processors
then the failure of one processor will not halt the system,
only it slows down.
The ability to continue providing service proportional to the level
of surviving hardware is called graceful degradation.
Multiprocessor systems are categorized in to two types----

1.Symmetric 2.Assymetric

Symmetric:
Each and every processor performs all the tasks with in the Operating system

All processors are considered as Peers.
Ex: AIX system designed by IBM
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Symmetric multiprocessor architecture
Each and every processor has its own registers and cache

cPuU, } cPUs

Benefits

1. Many processes can run simultaneously without causing performance deteriotion.
2.Assymetric:

_Each processor is assigned a specific task i.e boss processor controls the system and all other
processor look to the boss for instruction.

The difference between symmetric and asymmetric may result from h/w or s/w.
Clustered system:
1.Clustered system gathers multiple CPU's which are loosely coupled.
2. Clustered computers share storage and closely linked via LAN.
3.Clustering is used to provide high-availability service i.e . service will continue even if one or more
systems in the cluster fail.
4.Clustering can be done symmetrically or asymmetrically.

5.In asymmetric clustering,one machine is in hot-standby mode while other are running applications.

6.hotstand by mode does nothing but monitor the active server.If the server fails,hotstand by mode host
becomes active server,

7.1f the server fails,the hot stand by host becomes the active server.
8.Two types of clustering (i) Symmetric{Peer-Peer) Clustering
{ii)Assymetric clustering

Symmetric clustering:

Two or more hosts are running applications and monitoring each other.
Assymetric Clustering:

One machine is in hot-standby maode while other is running the
applications.

It does nothing and manitors the active server.if the server fails ,

the hot stand byhost becomes the active server.

9.Clustering can be implemented via LAN, MAN, WAN,SAN

i interconnec]
s - interconnecl puter computer

<

storage ares
nalwork

Figure 1.8 General structure of & clustarsd system.
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2(a) Discuss about system program and its categories.? (5M) ) < f -
Ans: System programs known as system utilities, provides a convenient environment for program
| development and execution. System programs are divided in to the following

; L
* File management T presvrants el delele, copys i, prein
stumge, Tisto o geaverally iran iy ater Diless avscl alireclobes

= Stalus information. Soane preogrames siply ask e systoean for the date,
b, sl ol avarlabde mcemwrey or cdlisk spuice, tnimniber o users, oF &4_ %ﬂ
=il stabus iformuabion. O wes are msyme vomples, providing detanled
Pertvemance. loggsing, amd elobsingaeinngs bvboraal o, |\'pu'u.||5', s e
pEams formnal and et the outpot o e leeminal or other ot dewices
ol Files e dlimpban: it i o owimelone ol thue cal ', Sonmee avstemms also support a
st v s omed Lo stores amd ol Lvirgs oy ||;-|_!|'H|.|| Al information

*= File modifcation. Soveral text eaditors mvay be o available o create amed
musdity the content of files stoveeed o disk o obler storagne dlesiives. Thore

Ay alsa e =pecial commuanids to =eareh contenbs of Tiles or prerform
tran=tormalions of 1he Lesd

Fmgrﬁmmlng-lauﬁungy support, Compilers, assomblors, debvugeers, and
Mterprelers for common programiming languages (such as €, Cis, Java,

And PERLY are often provided with the aperating svstem or available as o
=cParate alosw iload

* Program loading and execution Once a prograny is assembled o cona-
piled. b must be loaded inba memory o be exeouled, The syslem may
provide absolute loader = relocatable ]l-.'lq.ll..li..'r:u,, linkager edilors, and overlay
hovaaders, L‘.Iq.'-l‘!ug;.-.ing =ymtems for cithor higbrer-lovel Ianguapes or maching
language are necded as well,

* Communications. Thivse programs Provide the nuechanism [or eroalbicngs
virtual connections among prucesses, users, and computer systems, They
allow users to send Messages o one another’s screens, o Browse Wels

Page=, to send e-mail messages, b log in remotely, or to transfer files frovm
onemachine to anatlwr,

* Background services. Aj| seneral-purpose systems have methods for
Launching certain SYstem-program processes at boot Hine. Some of thess
processes lerminate after completing their tasks, while others continue
[ b run until the svatem is halbed. Constantly running system-program

Processes are known as sery 1Cus, subasvslems, or dacmons, One -.-x.l.mplq;- %
| the network daemon discussed in Section 2,45, In that example, a system
' neecded a service to listen for network connections in order to connect
| those requests to the cornect prowesses. Other examples inelude Process
‘ =<hedulers that start processes according to a specified schedule, system

error monitoring services, and print servers. Typical systems have dorens

2(b) Design a virtual machine in Java platform with neat diagram?(5M™)

Class Loader ‘\< Rk
Java Program | £
.class files i
Java
Interpreter
(@+3)
Host System

—

Java s a popular object oriented programming language introduced by sun-micmsttems in 1995,
Java objects are specified with the class construct,
Java program consists of one or more classes.
IVM is specification far an abstract computer.

" 8 @




PEPT oF cce KeTT == Pa%i‘_

It consists of class Loader and Java Interpreter that executes the architectural neural bytecodes.
The class loader loads the compiled .class files from bath Java program and Java AP for execution
by the Java interpreter,
After a class is loaded, the verifier checks that the .class file is a valid Java bytecode and does not
overflow or underflow the stack.
I the class passes verification, It is run by Java Interpreter.
WM automatically manages memory by performing garbage collection.
VM may be implemented in software on top of host 05,
A Faster software technique (NIT) is used.The first time when Java methad is invoked , The byte
codes for the methoed are turned into native machine language for the host system.,
2(c) Design and explain about Operating system structure in detail? -- (10M) Qa 42 4 %+ Q;}l

Ans:
o 3 Sy

Simple Structure

*  Many operating systems do not have well-defined structures. They started as small, simple,
andlimited systems and then grew beyond their original scope. Eg: MS-DOS.

* In MS-DOS, the interfaces and levels of functionality are not well separated. Application
programs can access basic /O routines to write directly to the display and disk drives, Such
freedom leaves MS-DOS in bad state and the entire system can crash down when user
programs fail.

* UNIX OS consists of two separable parts: the kernel and the system programs. The kernel is
further separated into a series of interfaces and device drivers. The kernel provides the file

| system, CPU scheduling, memory management, and other operating-system functions

through system calls,
[ applicalion program
1
residem E}I‘HEI‘I‘I pmn!am v ‘

MS-D0S device ﬂrﬂﬂﬂv l

i

Ao BIOS dewica drivers ’

Figure: MS-DOS layer structure.

Lavered Approach
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The OS is broken into number of ial.l;erg “E'u’EfS}. Each |H'5|var rests on the FE!!,I'E-_r
below it, and relies on the services provided by the next lower layer.

A typical layer, consists of data structure and routines that can be invoked

by higher-levellayer.

* Advantage of layered approach is simplicity of construction and debugging.

* The layers are selected so that each uses functions and services of only lower-
level layers. So simplifies debugging and system verification. The layers are
debugged one by one from the lowest and if any layer doesn’t work, then error is
due to that layer only, as the lower layers arealready debugged. Thus, the design
and implementation are simplified.

* Alayer need not know how its lower-level layers are implemented. Thus hides
the operations from higher layers.

layer N
user inardpes

Layer |

lovyer @ 1
ardware | |

Figure: A layered Operating System
Disadvantages of layered approach:
* The various layers must be appropriately defined, as a layer can use only lower-

level layers.
= Less efficient than other types, because any interaction with layer 0 required

from top layer.The system call should pass through all the layers and finally to
layer 0. This is an overhead.

Microkernels
* This method structures the operating system by removing all nonessential

components from the kernel and implementing thermn as system and user-level
programs thus making the kernel as small and efficient as possible.

* The removed services are implemented as system applications.

* Maost microkernels provide basic process and memory management, and
message passing between other services,

Bottom layer (layer 0) is the hardware and the topmost layer is the user interface,

|
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The main function of the microkernel is to provide a communication facility

between the clientprogram and the various services that are also running in user
space,

)
i) 1)

i i hardware

ﬂlﬂ.lﬂi

Benefit of microkernel —

e System expansion can also be easier, because it only involves adding more
systemapplications, not rebuilding a new kernel.
s Mach was the first and most widely known microkernel, and now forms a major
component ofiiac 05X,
Disadvantage of Microkernel -

s Performance overhead of user space to kernel space communication
Modules

s Modern 05 development is object-oriented, with a relatively small core kernel
and a set of

modules which can be linked in dynamically.

e Modules are similar to layers in that each subsystem has clearly defined tasks
and interfaces, but any module is free to contact any other module, eliminating
the problems of going through multiple intermediary layers.

« The kernel is relatively small in this architecture, similar to microkernels, but the
kernel does not have to implement message passing since modules are free to
contact each other directly. Eg: Solaris, Linux and MacOSX.
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Figure: Solaris loadable modules

¢ The Max OSX architecture relies on the Mach microkernel for basic system
management services, and the BSD kernel for additional services. Application
services and dynamically loadable modules (kernel extensions } provide the rest
of the OS functionality.

* Resembles layered system, but a module can call any other module,

* Resembles microkernel, the primary module has only core functions and the
knowledge of howto load and communicate with other modules.

Module 2

3(a) Utilize a process and Determine the different states of a process and it

Process control block? tS H)

Ans:

Process means program in execution. pcd

Ex : Opening a word document is an example of a process. iiF unlex

The following are the below mentioned states of a process, _'L-ﬂ-—

New: The Process is being created. [Pro Lt
Ex: Creating a new word document. s

Running: Instructions are being executed. Pfur.ub“'“‘
Ex: Writing data on a document |

Waiting: The processes are waiting for some event 1o oceur. Preg L
Ex: Microsofi Word document is waiting for a printer e S

Ready: The process is waiting to be assigned to a processor. \%
Ex: Word processor document acquired all resources and ready to e A

Terminated: The process has finished its execution.
Ex: Word processor terminates afier writing data on it.

3(b )Identify the purpose of short term scheduler ,Long term scheduler ,Medium —term
scheduler? EEH )
Short term scheduler:
1.Short term scheduler selects the process among the list of processes that are ready to
execute and allocates the CPU to one of them.
2.Short term scheduler executes at least once every 100 milliseconds.
Long term scheduler :
_| .Long term scheduler or job scheduler selects processes from the job pool and loads them in
to memaory for execution.
2.Long term scheduler controls the degree of multiprogramming,
Medium-term scheduler:

o

(i

Esreras)r




swapin | partially executed swap out
swapped-oul processes B

s ready queue L\-/J___fcw H. J « end

O waiting |,
gueues

Figure 3.7 Addition of medium-term scheduling to the queueing diagram,

1. The medium term scheduler is used to remove a process from memory (active contention of

CPU) and thus reduce the degree of multiprogramming.
2. lLater the process can be reintroduced in to memaory and the execution can be continued
from where it left off.This schemae is referred as swapping.

3. The process is swapped in and swapped out to and from the memaory is done by medium
term scheduler.

3. Apply IPC mechanism in message passing systems and explain it in detail? (10 Marks)
Ans:

process A E—— process A
iT™ shared “.'__‘1
procass B E | process 8 dz
| .
i
2
I‘t
| 1 L |
Kermel Ei;_ bl

) ]

Figure 3.13 Communications models. {a) Message passing. (b Shared memony.

Message Passing requires system calls for every message transfer, and is therefore slower,
but it is simpler to set up and works well across multiple computers. Message passing is
generally preferable when the amount and/or frequency of data transfers is small.

A mechanism to allow process communication without sharing address space. It is used
in distributedsystems.
« Message passing systems uses system calls for "send message” and "receive
message'.
s A communication link must be established between the cooperating processes

before messagescan be sent.
» There are three methods of creating the link between the sender and the receiver,

DEPT  eof CCE . KeIT EQELE\-\TWQ‘
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Direct or indirect communication (naming)

o Synchronous or asynchronous communication {Synchronization)
Automatic or explicit buffering.

L Naming
Processes that want to communicate must have a way to refer to each other. They can use
either director indireet communication.

i) Direct communication the sender and receiver must explicitly know each other's
name. The syntaxfor send() and receive() functions are as follows-

* send (P, message) — send a message to process P
» receive(Q message) - receive a message from process Q

Properties of communication link:

* A link is established automatically between every pair of processes that

wants tocommunicate, The processes need to know only each other's identity
to communicate.

= Alink is associated with exactly one pair of communicating processes
* Between each pair, there exists exactly one link.

Types of addressing in direct communication —

» Symmetric addressing — the above-described communication is symmetric -
communication.Here both the sender and the receiver processes have to name
each other to communicate.

* Asymmetric addressing — Here only the sender’s name is mentioned, but the
receiving datacan be from any system.

send [P, message) - Send a message to process P
receive (id, message). Receive a message from any process

Disadvantages of direct communication — any changes in the identifier of a process,
may have to change the identifier in the whole system (sender and receiver), where the
messages are sent and received.

b) Indirect communication uses shared mailboxas, or ports.

A mailbox or port is used to send and receive messages. Mailbox is an object into whicf*
messagescan be sent and received. It has a unique ID. Using this identifier messages are
sent and received.

Twao processes can communicate only if they have a shared mailbox. The send and
receive functionsare -
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* send (A, message) - send a message to mailbox A

receive (A, message) - recelve a message from mailbox A

Properties ol communication link:

Alink is established between a pair of processes only if they have a shared mailbox, |

Alink may be associated with more than two processes
Between each pair of communicating processes, there may be any number of
links, each link is associated with one mailbox,
A mail box can be owned by the operating system. It must take steps to —
* create a new mailbox

* send and receive messages from mailbox
* delete mailboxes,

&8 ]'Elfllmni:ﬂlism

The send and rece

ive messages can be implemented as either blocking or non-blocking.

Blocking (synchronous) send - sending process is blocked (waits) until the
message isreceived by receiving process or the mailbox.

Non-blocking (asynchronous) send - sends the message and continues (does
not wait)

Blocking (synchronous) receive - The receiving process is
message isavailable

blocked until a

Non-blocking (asynchronous) receive - receives the message without
block. Thereceived message may be a valid message or null.

When messages are passed, a temporary queue is created. Such queug can be of three
capacities:

4(a)

Zero capacity — The buffer size is zero (buffer does not exist). Messages are
not stored inthe queue. The senders must block until receivers accept the
messages.
Bounded capacity- The queue is of fixed size(n). Senders must block if the
queue is full Afier sending "n’ bytes the sender is blocked.
Unbounded capacity —

The queue is of infinite capacity and the sender never blocks,

Identify the difference between Single threaded and multithreaded process with neat
diagram and example?  (5M)

Ans:
L)

A thread is a basic unit of CPU utilization. It comprises of thread 1D, a Program
counter,

@-ﬁ-g')#
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a register set and a suack

« It shares with other threads belonging 1o the same process its code-section & data-section.
= A traditional for heavy weight) process hiss a single thread of control.
* I a process has multiple threads of control, it can perform more than one task at a

tme. Such aprocess is called multi-threaded process (Figure 2.1).

[ tooe | data hies woe || data files
Ira-;p!-wrs slack regesters || | regstsrs l fegiSiers
e <]

slack | slack | stack |

= INEES

single-hreaded process muftithreaded process
Figure 2.1 Single-threaded and multithreaded processes

Motivation
1) The software-packages that run on modern PCs are multithreaded.
An application is implemented as a separale pracess with several threads of control.
For ex: A word processor may have
— first thread for displaying graphics
— second thread for responding to keystrokes and
— third thread for performing grammar checking.
2) In some situations, a single application may be required to perform
several similar tasks.
For ex: A web-server may create a separate thread for each client request.
This allows the server to service several concurrent requests.
3) RPC servers are multithreaded.
When a server receives a message, it services the message using a separate thread.
| This allows the server to service several concurrent requests.
4) Mast OS kernels are multithreaded; _
' Several threads operate in kernel, and each thread performs a specific task, such as

— managing devices or

— interrupt handling. _
4(b) Identify the benefits of Multithreaded Programming? L':; Hl)
Ans:
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The benefits of multithreaded programming can be broken down into four
major categories:

I Responsiveness. Multithreading an interactive application may allow

a program to continue running even if part of it is blocked or is l\S HD
pertormung a lengthv operation, thereby increasing responsiveness to
the user. This quality is especially useful in designing user interfaces. For
instance, consider what happens when a user clicks a button that results
in the performance of a time-consuming operation. A single-threaded
application would be unresponsive to the user until the operation had
completed. In contrast, if the time-consuming operation is performed in
a separate thread, the application remains responsive to the user.

2. Resource sharing. Processes can only share resources through techniques
such as shared memory and message passing. Such techniques must
be explicitly arranged by the programmer. However, threads share the
memory and the resources of the process to which they belong by default.
The benefit of sharing code and data is that it allows an application to
have several different threads of activity within the same address space.

3. Economy. Allocating memory and resources for process creation is costly.
Because threads share the resources of the process to which they belong,
it is more economical to create and context-switch threads. Empirically
gauging the difference in overhead can be difficult, but in general it is
significantly more time consuming to create and manage processes than
threads. In Solaris, for example, creating a process is about thirty times

4D
Solve the average waiting time and average tumaround time by drawing the Gantt

Chart using FCFS,SRTF.RR{q=2ms) and priority algorithms. Lower priority
number represents higher priority :

Process Arrival Time Burst Time Priority

P1 0 9 3

P2 | 4 2 ﬂ}-!» %

P3 2 9 1 <

P4 3 5 3 Gt f)ﬂ
Ans:

FCFS Scheduling:

] GANTT CHART:
l P P2 P3 P4

(0ms————9ms) | (9ms-—-—----13Ims) | (1Ims-—-—--—27ms) | (22m§—-—27ms

Turn Around Time=Completion time-Arrival Time

| Processes Turn Around time | Waiting time
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S(a) Bui > for
uild psuedocode for the Producer and Consumer process? L 5 H')

Producer Process:

While(true)

{
while(counter==BUFFER_SIZE)

{
buffer[in]=next_produced
in=(in+1)%BUFFER_SIZE;
counter++;

}

Consumer Process:

While(true)
{

while(counter==0)
nextconsumed=buffer[out]
out=out+1%BUFFER_SIZE

counter--;

}

5(b)
Identify a scenario for critical section problem? Explain
solution for the critical section problem?

Ans:

Critical —section problem:
[ n processes [PO,P1,P2....Pn-1]

Consider a system consisting o
Critical section is the segment of code in which a process may be

. Changing common variables
«  Updating a variable ]

k;.s‘.‘ H.)

its hardware based[

5M

)

«  Writing a file
Each process has a critical section in which shared data can be accessed.
Scenario:
‘x™ and P2 is trying 1o

If a process P1 is modifying the value as 6 shared variable named "
read the value before completion of updating which results in

DATA INCONSISTENCY.
Hardware based solution for crifical section problem:




= Asimple ool “loek™ 15 being used. |
* Race conditions are prevented by the following restrictions.
I process must acquire a lock before entering a critical section. ‘
2. Process must release a lock when it exits critical section.
do
acquire lock
criticol section
release lock
remaindersection

J

O(a) Prove that mutual exclusion is preserved with TestAndSet() CFHD

Ans:
do {
vhile (test_and set(&lock)) |
+ /* do nothing =/

/* critical secticno ) ::?3*1”)(

leck = false;

/= remainder section e/
} while (true):

¢ Mutual exclusion is preserved by declaring a variable lock

* Ifthe process Pl is willing to enter in its critical section, First Pl should acquire the
lock by initializing to TRUE and it should release the lock before leaving the critical
section such that no other process could enter in its eritical section by checking
variable lock.

6(b) Discuss the conditions where deadlock occurs?

Ans :
The following are the necessary conditions that should hold simultaneously for a

deadlock.

|

1. Mutual Exclusion: l'
At least one resource must be held in a nonsharable mode .that is only one pmcesskbm)

at a time can use the resource . If another process requests the resources, The |
requesting process must be delayved untill the resource has been released.

2.Hold and Wait:
A process must be holding at lease one resource and waiting to acquire additiona

resources that are currently being held by other processes.

3. No pre-emption;
Resaurces cannot be preempted ; that is a resource can be released only voluntarily by

the process holding it, after that process has completed its task.

4. Circular Wait:
A set {POPL....Pn} of waiting processes must exist such that PO is waiting for a

resource held by P1L.P1 is waiting for resource held by P2......Pn-1.

CouRse TNCHARGE Hep
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Scheme of evaluation—5etB
. L. Explain the role of operating system with user and system view points?(5M) I% * D
ns.

Operating system
users

controls the hardware and coordinates its use among various application programs for various

The user’s view of the computer varies according to the interface being used.

Mest of the user's view for a single computer-»Computers {PC ,Monitor , Keyboard , Mouse and system

unit)-=>It is being designed for one user to utilise the resources and the goal is t To maximize the work
that the user is performing

Operating system is designed for ease of use and how v
shared,

If the user sits at a terminal to a mainframe computer. Other users are accessing the same com putElr

through other terminals.These users share resources and exchange information.
Os is designed for Resource Utilisation

Iif thg users sit at workstations connected to network of other workstations and servers then OS is
designed for individual usability and resource utilization.

In case of an embedded systems,Some computers have no user view at all.
System view:

* From computer point of view, Os acts like a resource allocator.

arious hardware and software resources ar4

1{b). Identify the goals while de signing an operating system and Differentiate between mechanism and
policies? ('S ™ )

e Goals: &4—1'1“.% )

There are divided in to two types of goals namely (i) User goals (ii) Systemn goals.
User Goals:

Convenient to use

Easy to learn

Reliable

Safe

. Fast

System goals:

1. Easyto design

2. Easyto create

3. Error free

4. Easy to implement and operate the system in an efficient manner
5. Systemn should be flexible reliable error free and efficient.

L ol o

Difference between Mechanism and Policy:
#» Mechanism describes how to do something and Policy describes what will be done,
* The policy and mechanism should be separated in order to ensure flexibility.
= Ex: Timer construct Is a mechanism for ensuring CPU protection.
* Deciding how long the timer is to be set for a particular user is a policy decision

| 1(e)(i) Identify the difference between Symmetric and Assymetric Multiprocessing?[4M) !
| ans: Tt A
| Symmetric Multliprocessing:

1} Asymmetric multiprocessing — (Master/Slave architecture) Here each processor is
| assigned a specific task, by the master processor. A master processor controls the other
| processors in the system. It schedules and allocates work to the slave processors.

2) Symmetric multiprocessing (SMP) — All the processors are considered peers. Thtr‘e is no

——



i wessors have their own
master-slave relationship. All the processors have

memory is shared.

SMP Architecture
CPUg _ _i:.'.‘-_F_'LI1
! togiators ] 1 reglsters |

=3 B

|

- CPUy

——

-.reg Islers |

E"ﬁ]

rmiErmary

The benefit of this model is that many processes can run simultaneously. N processes can run if lhf‘:re
are N CPUs—without causing a significant deterioration of performance. Operating systems Jllu_:ﬁ:
Windows, Windows XP, Mac OS X, and Linux—now provide support for SMP. A I'CJ;?EHI trend in
CPU design is 1o include multiple compute cores on a single chip. The communication between
processors within a chip is faster than communication between two single processors.

CPU goroy ] QPLU coray
regielems | l roglators |
l i.‘:nl:i_'m I i nm.[_ljn_J
. [
| memary J
1c)(ii)
Distinguish between modular kernel approach and layered kernel approach with a neat sk
(6M)
Ans:
Modular kernel approach:

modules which can be linked in dynam

multiple intermediary layers.
L

Eg: Solaris, Linux and MacOSX

ically.

Modern OS development is object-oriented, with a relatively small core kernel and a set of

Modules are similar to layers in that each subsystem has clearly defined tasks and interfaces.
but any module is free to contact any other module, eliminating the problems of going through

The kernel is relatively small in this architecture, similar to microkernels. but the kernel does
not have to implement message passing since modules are free to contact each other directly.

!
registers and CPUL onjy

tch?

3+3H")
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The Mo OSN avhitectire relies on the Mach miceokermel Tor basie systent manmagenent
services, amd the BSD Kernel for addinonal services, Application services and dynamically
loadable modules (kermel extensions ) provide the rest ol the O8 Tunctionality,

Resembles lavered system, but a module can call any other module.

Resembles microkernel, the primary modile has only core fnetions and the knowledge ol how
to load and commumieate with other modules

Lavered Approach:

The OS s broken o number of lavers (levels), Pach layver vests on the layer below i and
relies on the services provided by the next lower layer,

Botom kver (lyer 0 is the hardware and the topmost layer is the user interlace,

A tyvpical laver, consists of data structure and routines that can be invoked by higher-level
laver,

Advantage of layered approach is simplicity of construction and debugging.

The lavers are selected so that each uses funetions and services of only Tower-level layers, So
simplifies debugging and svstem verilication, The layers are debugged one by one from the
lowest and i any laver doesn’t work. then error is due to that layer only, as the lower layers are
already debugged. Thus, the design and implementation are simplified.

A laver need not know how its lower-level lavers are implemented. Thus hides the operations
from higher loyers,

lavymr N
unel e lace

Ly 1

E Iy O
] s s

Fig: A layered Operating system

Disadvantages of lavered approach:

The various lavers must be appropriately defined, as a layer can use only lower-level layers.
Less efficient than other types. because any interaction with layer 0 required from top layer.
The svstem call should pass through all the layers and finally to layer 0. This is an overhead.

2H



2(a) Explain about storage structure and

Ans:

F )

ey

at diagram? cg"“)

its hierarchy in detail with ne
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Computer programs must be in main memory (RAM) to be executed. Main memory is
the large memory that the processor can access directly. It commonly is implemented in a
semiconductor technology called dvnamic random-access memory (DRAM).
Computers provide Read Only Memory (ROM), whose data cannot be changed.

All forms of memory provide an array of memory words. Each word has its own address.
Interaction is achieved through a sequence of load or store instructions to specific
memaory addresses.

A typical instruction-execution cycle, as executed on a system with a Von Neumann
architecture, first fetches an instruction from memaory and stores that instruction in the
instruction register. The instruction is then decoded and may cause operands to be fetched
from memory and stored in some internal register. After the instruction on the operands has
been executed, the result may be stored back in memory |

Ideally, we want the programs and data o reside in main memory permanently, This
arrangement usually is not possible for the following two reasons:

1. Main memory is usually too small to store all needed programs and data permanently
2. Main memory is a volatile storage device that loses its contents when power is
turned off.
Maost computer systems provide secondary storage as an extension of main memory. The
main requirement for secondary storage is that it will be able to hold large quantities of data
permanently. !

The most commeon secondary-storage device is a magnetic disk, which provides storage
for both programs and data.

The wide variety of storage systems in a computer system can be organized in a
hierarchy as shown in the figure, according to speed, cost and capacity. The higher levels
are expensive, but they are fast. As we move down the hierarchy, the cost per bit
generally decreases. whereas the access time and the capacity of storage generally
increases.

Volatile storage loses its contents when the power to the device is removed. In

the “h"“:“,':“' of expensive battery and generator backup systems, data must be written 1o
nonvolatile storage for safekeeping. In the hierarchy shown in figure, the siorage




systems above the electronic disk are volatile, whereas those below are nonvolatile.
2(b) Compare and contrast between client server computing and peer-to-peer
Computing? f_Sr‘.)
Ans:

Client server computing ' Peer-to-peer computing |
| When it comes to a client-server network, | |.When it comes o peer-lo-peer nerwor

clients and servers are distinguished because | both clienis and servers are not distinguished
of distinctive servers and clients present
21t majorly concentrates on sharing the 2.0t majorly concentraies on the connectivity

formation part
3.0t mainly prefers the ceniralised server to | 3. Each and every peer stares its own daw |
keep the data and to satisfy the requests from | and provides services to other nodes.

the clients

1.In case of client-server network, The server | 4. In case of peer-to-peer network, every 1'
replies to the services which are asked by the | node  can accomplish both  request  and
client ) | response. - —
5.The client-server is expensive when | S The peer-peer network is affordable as
compared to peer-peer network | compared to client-server petwork
6.More stable form | 6.Less stable .
71t can be used both in small and large 7 Mostly preferred for short networks
networks Iy

2(c) Using neat diagram, explain the concept of virtunl machines? ( th)
Ans:

e The fundamental idea behind a virual machine is to abstract the hardware of a single
computer(the CPU. memory, disk drives. network interface cards, and so forth) into several
different execution environments, thereby creating the illusion that cach separate execution

environmentis running its own private computer
e Creates an illusion that a process has its own processor with its own memaory.

e Host OS is the main OS installed in system and the other OS installed in the system are called

guestOs.

processes [ processes

wavay

| - '

i o~ Inerface eme! ame| kamel

VM1 W il
. kemel " 5
hardwara natdwe
{a) ()

Figure: System modes. (A) Non-virtual machine (b) Virtual machine
Virtual machines first appeared as the VM Operating System for IBM mainframes in 1972.

&




Implementation
¢ Ihe vintwal-maching concept is useful, it is ditficult e implement

* Workos requirad 1o preside an exact duplicate of the uaderlying machine. Remember that the \
ety ing machine has o modes: user maode and kemel mode

* b vinual-machine software van un in kermel mode. sinee it is the aperating svstem. The
Virtual machine itselt can execute in only user mode.

Renefins

*  Able to share the samie handware and run several different execution environments (0S).
*  Hostsystem is protected from the viewal machings and the virtual machines are protected from
e another,

A virus in guest OS. will corrupt that OS but will ot affect the other guest
syEtems and host svstems,

¢ Even though the virual machines are separsted from one another, software resources can be (% f_?
harad amoeng them, Twe wians q.‘l'l'ghu[i“g W resounce for COMMUNICAtion are: . i
@ Toshare a file sstem volume (part of memon).

-

> To develop a vinual communication network to communicate between the virtual |
machmes:

The operating system runs on and controls the entire machine. Therefore. the current svitem

must be stopped and taken out of use while changes are made and tested. This period is
commonly called system development time. In vinual machines such problem is eliminated. |
User programs are exevuted in one virtual machine and system development is done in another
environment.

* Multiple OS can be running on the developer's system coneurrently. This helps in mpid
potting and testing of programmer’s code in different environments.

System consolidation — o or more systems are made 10 run in a single system,

Simulation -

Here the host system has one system architecture and the guest svstem is compiled in different

architecture. The compiled guest svstem programs can be run in an emulator that translates each

mstructions of guest program into native instructions set of host svstem.

Pars-Virtualization -
This presents the guest with a svstem that is similar but not identical to the guest’s preferred svstem.
The guest must be modified o run on the para-virtualized hardware.

3(a) Define cooperating process. Identifv the reason for process cooperation? (5"“‘*)
Ans: )
Cooperating process is defined as processes that affects other processesor be affected bt other executing
in the system.
Reasons for process cooperation:
lnformation Sharing - There may be several processes which need 10 access the same file. So ﬂfl})

the information must be accessible at the same time to all users.

Computation speedup - Ofien a solution 10 a problem can be solved faster if the problem can

be broken down into sub-tasks, which are solved simultaneously (particularly when multiple




prrowessors are involviad,)

Modulagity - A system can be divided it vcooperting mechules and

excented by sendingintommation g ore antler

Fiven i single uner can work on multiple tasks by information
shiring,

M) Distingaish between divect nnd fndivect communication? f C »+
Ans :_Direct communleation the sender and receiver must explicitly Khow each other's
names The syntaxton send() and receivel) Tunetions are as follows

o send (7, message) - send a message to process p

* recelve(d], message) - recelve § message from process 0 ﬁ-ﬁ -r(,‘l"“'l)
Properties ol communication link: S~
L ]

A link 1s established automatically between every pair of processes that

wants tocommunicate. The processes need 1o know only each other's identity
lo communicate,

*  Alinkis assoclated with exactly one pair of communicating processes

o Between each pair, there exists exactly one link,
Lypes of pddressing in direet communication

symmelric addressing = the above described communication s symmetric
communication. Here both the sender and the recelver processes have to name
each other to communicate.
e Asymmetric addressing = Here anly the sender’s name is mentioned, but the
recelving datacan be from any system,

send (P, message) --- Send a message to process P

recelve (id, message). Receive a message from any process

Disadvantages ol direct communication = any changes in the identifier of a process,
miy have Lo change the identifier in the whole system (sender and receiver), where the
messages are sent and received,
L} Indirect communication uses shared mailboxes, or ports, 9.5 H)
A mailbox or port is used 1o send and receive messages. Mailbox is an object into whic
messtgescan be sent and received. It has a unique 1D, Using this identifier messages are
sent and received,
Two processes can communicate only if they have a shared mailbox, The send and
receive functionsare -

« send (A, message) = send a3 message to mailbox A

« recelve (A, message) — recelve a message from mailbox A
p ies of ddien tiok

« Alink Is established between a palr of processes only if they have a shared mailbgx

# link may be assoclated with more than two processes

¢ Batween each pair of communicating processes, there may be any number of




links, each links associated with one mailbox.
e Amail box can be owned by the operating system, It must take stepsto =
» create a new mailbox
e send and receive messages fram mailbox
* dealete mailboxes,
3(€) Consider the following set of processes with CPU burst time{in ms)

Process | Arrival Time Burst Time
P1 0 & B
P2 1 3
P3 2 1
P4 | 3 . .|
|

Calculate average waiting time,average turnarnur:d time for the above prt_;rcess usin
FCFS, SRTF and RR scheduling algorithm .Represent it with GANNT Chart. fromM
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4(a) Determine the purpose of scheduler? Identify the scheduling crit:riai‘{ 5"1)
Ans:

Schedulers are software which selects an available program to be assigned 1o CPU.
Scheduling Criteria:

* Criteria to compare CPU-scheduling algorithms:
1) CPU Utilization

~ We must keep the CPU as busy as possible. ﬂ-l-l}jﬂ

» In areal system, it ranges from 40% to 90%.
Throughput

~Number of processes completed per time unit,
~For long processes, throughput may be | process per hour:

For short transactions, throughput might be 10 processes per second.
2) Turnaround Time

~ The interval frnm the time of submission of a process 1o the time of completion.
~ Turnaround time is the sum of the periods spent
— waiting to get into memory
— waiting in the ready-queue
— executing on the CPU and
—+ doing 170,
3) Waiting Time
~ The amount of time that a process spends waiting in the ready-queue.
4) Response Time
~ The time from the submission of a request until the first response is produced.
#The time is generally limited by the speed of the outpui device.
4(b)Identily the challenges faced while implementing multi core systems. ( 5 H)
Ans:
1. Dividing activities:
This involves examining applications to find areas thal can be divided into
separate.concurrent tasks and thus can run in parallel on individual cores,
2. Balance:
While identifying tasks that can run in parallel, programmers must ensure that the Ikr-r-'i
tasks perform equal work of equal value, ) )
In some instances. a certain task may not contribute as much value to the overall
process as other tasks;using separate execution core (o run that task.
3. Data Splitting: .
The data accessed and manipulated by the tasks must be divided to run on separate
cores.
ndency:
e #::a d::q:;cemdyby the tasks must be examined for dependencies between two or
more tasks. - i .
5.Testing and Debugging: When a program is running in paralle! on multiple
cores,there are many different execution paths. Testing and Debugging
concurrent programs is more difficult than testing and debugging single thresded

applications.
4lc) _ _ “
Build Multithreading models and explain them in detail? (1o )
Ans:

Multithreading models:
Multi-Threading Models :
« Support for threads may be provided at either
1) The user level, for user threads or




2) By the kernel, for kernel threads,
Liser -:n'um.fn' are supported above the kernel and are managed without
ernel support Kernel-threads are supported and managed directly
by the ON. '
* Three ways ol establishing relationship between user-threads & kernel-threads:
1) Many-to-one model
23 One-to-ane mode] and
3) Many-to-many model.

Many=to-One Model
« Many user-level threads are mapped to one kernel thread (Figure 2.2).
= Advantage:
1) Thread management is done by the thread library in user space, so it is efficient.

» Disadvantages: v
1) The entire process will block if a thread makes a blocking system-call. 1 5.5#
2) Multiple threads are unable to run in parallel on multiprocessors. M M
» For example: T4
— Solaris green threads ,,rﬁ.g‘ I
— GINLI portable threads.
425 )

»— USar Trdad
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Figure 2.2 Many-to-one model Figure 2.3 One-to-one model

One-to-One Model 9.5H
« Each user thread is mapped to a kernel thread (Figure 2.3).
= Advantages:
1) It provides more concurrency by allowing another thread to run when a
thread makes ablocking system-call.
2) Multiple threads can run in parallel on multiprocessors.

« Disadvantage:
1) Creating a user thread requires creating the corresponding kernel thread.

« For example:
— Windows NT/XP/2000

— Linux

Many-to-Many Model 9.5M

« Many user-level threads are multiplexed to a smaller number of kernel threads (Figure i
2.4).

« Advantages:
1) Developers can create as many user threads as necessary

2) The kernel threads can run in parallel on a multiprocessor.




3) When a thread performs a blocking system-call. kernel can schedule
another thread forexecution.

Twio Level Model

« A variation on the many-to-many model is the two level-model (Figure 2.5). ;{_‘r‘]
« Similar 1o M:M, except that it allows a user thread to be bound 1o kernel thread.
o For example:

— HP-UX

— Tru6d UNIX
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Figure 2.4 Many-to-many model
mode]

5(a) Identify the purpose of process synchronization and Apply the approaches used to
handle critical section in O87(5)

Ans:

Figure 2.5 Two-level

« Process synchronization is required different processes concurrently access the shared 14
data,

s Process synchronization is used to maintain DATA CONSISTENCY.

« Orderly execution of cooperating processes is achieved through process synchronization.
Approaches to handle critical section problem
Two approaches used to handle critical-sections.
(i) Preemptive kernels
{ii) Non-Preemptive kernels ‘-}-!'1
Preemptive kernel:
« It allows a process to be preempted while it is running in kernel mode.
«  Suitable for real-time programming
Non-preemptive kernel:
« |t does not allow a process running in kernel mode to be preempted,
«  More responsive
5(b) Show how Semaphores provide solution to implement mutual exclusion problem?(5)
« A semaphore is a synchronization-tool, 13 -hl)"k
« It used to control access to shared-variables so that only one process may at any “\_
point in timechange the value of the shared-variable.
« A semaphore(S) is an integer-variable that is accessed only through 2 atomic-operations|
1) wait() and
2) signal().
« wait() is termed P ("to test").
signal() is termed V ("to increment”).




o Defimition of waif(): Definition of signal():

waltif® | eignal (8} [

vhila 4iF I
basy wais }

Baw

B==
]
« W hen one process modifies the semaphore-value. no other process can simultanzously
masdidy that
same semaphore-value . Thus mutual exclusion eondition is preserved.
« Also, i the case of wait(S), following 2 operations must be executed without interruption:
1) Testing of S(8<=0) and
21 Maodification of § (8--)
(a) Design a Software based solution for Critical section problem and prove that mutual

exclusion property is preserved. (&)
Meterson’s Solution
« This1s a classic software-hased solution to the critical-section problem.
« This is limited to 2 processes.
« The 2 processes alternate execution between
— ¢ritical-sections and
— remainder-sections.

» The 2 processes share 2 variables (Figure 2.13):
int turn;

boolear flagl2l;
« where turn = i indicates whose turn it is to enter its critical-section.

(i.e.. if turn==i, then process Pi is allowed to execute in its critical-section).flag =true used

to indicate if a process is ready to enter its critical-section.
(i.e. if flag[i]=true, then Pi is ready to enter its critical-section).
do |
flagii] = tTrue;

tuxro = J.
vhile (flaglj] &% turno =— j);

eridcal sectHon

[F1ag(3] - false; |
remainder sechon

} while (oue);
Figure 2.13 The structure of process Pi in Peterson's solution

« To enter the critical-section,
— firstly process Pi sets flag(i] to be true and
— then sets wm to the value j.
» If both processes try fo enter at the same time, turn will be set to both i and j at
rwrﬂlj the sametime.
+ The fins! value of turn determines which of the 2 processes is allowed to enter its critica
| section first,
¢ To prove that this solution is correct, we show that:
1) Mutual-exclusion is preserved.
2) The progress requirement is satislied.
1) The bounded-waiting requirement is mel.

[ﬁyzﬂ')f




o) Show a seenario where deadlock ocenrs with example?(SM)
Ans: Deadlock ocomrs when 2 or more processes are winiling indelinitely Toran event that i
cased by only one of the waiting processes.
Example: Consider there are 2 processes PO-and I'Eand there are [T and R2 resource type
cach s having a single instance,
PO s haldimg a resonrce type R 1 and is waiting for an instance of resource type R2 which is
avquired w ']
P is holding o resource type R2 and is waiting for an instance of resource type R1 which is
acquired by PO
Fhis both 'O and P1are indefinitely waiting

o
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1. Experiment with different methods to recovery from deadlocks and
Build a resource allocation graph by experimenting with Processes Pl
&P1 and two resources Rl and R2 (o)
Ans:
The system recovers from the deadlock automat ically, There are two
options for breaking a deadlock one is simply to abor one or more
processes to break the circular wait The other 1s 1o preempt some
resources from one or more of the deadlocked processes.

ali
To eliminate deadlocks by ahorting a process. use one of two methods. In
both methods, the system reclaims all resources allocated to the
terminated processes.,

I. Abort all deadlocked processes:

This method clearly will break the deadlock cycle. but at great
expense; the deadlocked processes may have computed for a long
time. and the results of these partial computations must be
discarded and probably will have to be recomputed later

3 ] SR R :

This method incurs considerable overhead. since after cach process
is aborted. . a deadlock-detection algorithm must be imvoked 1o
determine whether any processes are stll deadlocked.
If the partial termination method is used, then we must determine which
dendlocked process (or processes) should be terminated. Many lactors
may afTect which process is chosen, including:
What the priority of the process is
How long the process has computed and how much longer the
process will compute before completing its designated task
How many and what types of resources the process has used.
How many more resources the process needs in order to complete
How many processes will need to be terminated”
. Whether the process is interactive or batch
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o eliminme deadlocks using resource preemption. we successively
preempt some resources from processes and give these resources 1o other
processes until the deadlock eyele is broken.
I preemption is required to deal with deadlocks, then three issues need 1o
be addressed:

I Selecting a victim. Which resources and which processes are (o h”_
preempted? As in process termination. we must determine the order of
preemption to minimize cost. Cost  [aclors may  include such
parameters as the number of resources a deadlocked process is holding
and the amount of time the process has thus far consumed during its
execution,

b=d

Rollback. If we preempt a resource from a process. what should be
done with that process? Clearly .it cannot continue with its normal
execution:it is missing some needed resource, We must roll back the
process to some safe state and restart it from that state. Since it is
difficult 1o determine what a safe state s, the simplest solution is a
total rollback: abort the process and then restart it

3. Starvation. How do we ensure that starvation sill not ocewr? That is .
how can we guaraniee that resources will not alw iy s he preempred
from the same process?

RESOURCE ALLOCATION GRAPH:
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3. Build a model for multi-step processing of a user
program and explain it in detail?

Ans:

I User programs typically refer to memory addresses with
symbolic names
These symbolic names must be mapped or bound to
physical memory addresses.
3 . Address binding of instructions to memory addresses can
happen at 5 different stages.

Ik




Carinile Tine:

It is known at compile time where a program will reside

i physical memory. then absolute code can be generated by the
compiler. containing actual physical addresses. However, if the load
address changes at some later time, then the program will have to be

recompiled,

I n..]il 'imn_

If the location at which a program will be loaded is not
known at compile time, then the compiler must generate
relocatable code, which references addresses relative to the
start of the program. If that starting address changes. then
the program must be reloaded but not recompiled,

It a program can be moved around in memory during the
course of its execution. then binding must be delaved until

execution time,
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3 [b)-l Make use of swapping, Construct o model for swapping of lwo

processes using a disk as a backing store and explam ils

dhsadvantages.

Swapping:

A process must be loaded in to memeory in order o excecule.
IT there is not enough memory available to keep all running
processes i memory at the same time, then some processes
that are not currently using the CPU may have their memaory
swapped out o a [ast local disk called the backing store.
Swappmng is the process ol moving a process [rom memory
to backing store and moving another process from backing
store lo memory. Swapping is a very slow process compared
o other operations.

A variant of swapping policy is used for priority-based
scheduling algorithms. 1T a higher-priorityprocess arrives and
wants service, the memory manager can swap out the lower-
priority process and then load and execute the higher-priority
process. When the higher-priority process finishes, the
lower-priority process can be swapped back in and
continued. This variant of swapping is called roll out. roll in.

Swapping depends up on address-binding:

I binding is done at load-time. then process cannot be casily
moved to a dilTerent location.

tf binding is done at execution-time. then a process can be
swapped in to a dilTerent memory-space, because the
physical-addresses are computed during execution-time.

Major part of swap-time is transfer-time: re. total transfer-time is directly
proportional to the amount of memory swapped.
Disadvantapges:

2

Context-switch time is fairly high.
I7 we wanl to swap a process , we must be sure that it is
completely idle. Two solutions;
Never swap a process with pending [O.
Execute 1/0 operations only in 1o OS buflers
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SaBuild o mode! with hardsware address protection with base and Timit
pegisters and Eaplain the necessity of base and limit registers, (G H')

il

Ans;

Ql*r”:““)

m_ Adracs

traip 10 operating system ——J

mondor—addressing &fror

Main memory. cache and CPU registers in the processors are the
only storage spaces that CPU can access directly. The program and
data must be bought into the memory from the disk, for the process to
run. Each process has a separate memory space and must access only
this range of legal addresses. Protection of memoryis required to

ensure correct operation. This prevention is provided by hardware
implementation,

Two registers are used - a base register and a limit register.
The base register holds the smallest legal physical memory
address: the limit register specifies the size of the range.

. For example, The base register holds the smallest legal
physical memory address: the limit register specifies the size
of the range. For example, if the base register holds 300040
and limit register is 120900, then the program can legally
access all addresses from 300040  through 420940
{inclusive),
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Figure: A base and a limit-register define a logical-address space
The base and limit registers can be loaded only by the
operaling
system. which uses a special privileged instruction. Since
privileged instructions can be executed onlyv in kernel mode
only the operating system can load the base and limit
registers.

L}(b) F. Apply paging hardware with TLB and explain it in detail

with a neat block diagram? k 0 Hj
Ans:

Xranslation Lookaside Buffer

¢ A special, small. fast lookup hardware cache, called a
translation look-aside buffer (TLB).

* Each entry in the TLB consists of two pirts :a key(or tagland a
value.

*  When the associative memory is presented with an item. the
item is compared with all keys simultancously. If the item is
found. the corresponding value field is returned, The search is
fast: the hardware. however, is expensive. Typically. the
number of entries in a TLB is small. often numbering between
64 and 1.024.

¢ The TLB contains only a few of the page-table entries.
Working:

* Whenalogical-addressisgeneratedbytheCPU.itspage-
numberispresentediothe TLB.

* If the page-number is found (TLB hit). its frame-number is
immediately available and used to access memon

* I page-number is not in TLB (TLB miss). a memaory-
reference 1o page table must be made. The obtained frame-
number can be used 1o access memory (Figure 1)

fﬁfiﬂ)
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Figurel: Paging hardware with TLB

o In addition, we add the page-number and frame-number to the TLB, so that
they will be found quickly on the next reference.

o Ifthe TLB is already full of entries. the OS must select one for
replacement.

e Percentage of times that a particular page-number is found in the TLB 1s
called
hit ratio.

Advantage; Search operation is fast. Disadvantage:Hardware is expensive.

e  Some TLBs have wired down entries that can't be removed.

« Some TLBs store ASID(address-space identifier) in each entry of the TLB
that uniquely identify each process and provide address space protection
for that process.

Protection
+ Memory-protection is achieved by protection-bits for each [rame.

+ The protection-bits are kept in the page-table.

« One protection-bit can define a page 10 be read-write or read-only.

e Every reference to memory goes through the page-table to find the correct
frame- number.

o Firstly. the physical-address is computed. At the same time. the protection-
bit
is checked to verify that no writes are being made o a read-only page.

e An attempt to write to a read-only page causes a hardware-trap to the S

(or memory protection violation).
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1. Make use of deadlock prevention technique and explain them in detail?

Ans:
-~ (o)

Deadlock can be prevented by ensuring that at least one of the four necessary
conditions cannot hold.

* The mutual-exclusion condition must hold for non-sharable resources.
Sharable resources, do not require mutually exclusive access and thus

| cannot be involved in a deadlock.

* Ex: Read-only files are example of a sharable resource. If several processes
attempt to open a read-only file at the same time. they can be granted
simultaneous access to the file. A process never needs to wait for a sharable
resource.

* Deadlocks cannot prevent by denying the mutual-exclusion condition.
because some resources are intrinsically non-sharable.

- Hold and Wait
T'o ensure that the hold-and-wait condition never occurs in the svstem. then
guarantee that, whenever a process requests a resource, it does not hold any other @‘ﬂ&@-’l‘i"{
resources. 224 ™M

*  One protocol that can be used requires each process to request and be
allocated all its resources before it begins execution.

*  Another pratocol allows a process to request resources only when it has
none. A process may request some resources and use them. Before it can
request any additional resources, it must release all the resources that it is
currently allocated.

Ex:

e Consider a process that copies data from a DVD drive to a file on disk.sorts
the file.and then prints the results to a printer. If all resources must be
requested at the beginning of the process, then the process must initially

| request the DVD drive. disk file, and printer. It will hold the printer for its

' entire execution, even though it needs the printer anly at the end.

| ® The second method allows the process to request initially only the DVD
drive and disk file. [t copies from the DVD drive to the disk and then
releases both the DVD drive and the disk file. The process must then again

‘ request the disk file and the printer. Afler copying the disk file 1o the
printer. it releases these two resources and terminates.




o

W psiddy 5 d e allocated but
| Resource utilization may be low.since resources may b

anused Tor a long period.

2. Starvation is possible.

‘ ‘ i f
I'he third necessary condition for deadlocks is that there be no preemption @
resources that have already been allocated.

I'o ensure that this condition does not hold. the following protocols can be used:

o I a process is holding some resources and requests another resuurr:ellhat

cannot be immediately allocated to it, then all resources the process 1S
currently holding are preempted.

* The preempted resources are added to the list of resources for which the

process is waiting. The process will be restarted only when it can regain its
old resources, as wellas the new ones that it is requesting,

It a process requests some resources, first check whether they are available. T
thevare, allocate them.

If theyare not available. check whether they are allocated 1o some other process
that is waiting for additional resources, If so, preempt the desired resources from
the waiting process and allocate them to the requesting process.

IT the resources are peither available nor held byva waiting process. the requesting

process must wait. While it is waiting. some of its resources may be preempted, but
only if’ anather process requests them.

A process can be restarted only when it is allocated the new resources it is
requesting and recovers any resources that were preempted while it was waiting,

One way to ensure that this condition never holds is to impose a total ordering of
all resource types and to require that each process requests resources in an
increasing order of enumeration.

To illustrate, let R = {R1, R2, ... Rm} be the set of resource types. Assign a
unique integer number to each resource type. which allows to compare two
resources and to determine whether one precedes another in ordering. Formally. it
defined as a one-to-one function

F:R->M. where N is the set of natural numbers,

Example: if the set of resource types R includes tape drives. disk drives, and
printers, then the function F might be defined as follows:
F(tapedrive)=1 F(diskdrive)=5 F
(printer) = |2

Now consider the following protocal to prevent deadlocks. Each process can
request resources only in an increasing order of enumeration. That is, a process can
initially request any number of instancesof aresourcetype -R,. Afterthat, theprocess
canrequest instancesof resourcetype R, if and only if FIR) = F(R,).
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2, Make use of structure of page table with suitable diagrams and explain it in

detail.
’ 1o ’)
\ns: Structure of the PageTable

Phe most common techniques for structuring the page table:
| I Hierarchical Paging
2. Hashed Page-tables
3. Inverted Page-tables

L Hierarchical Pagi

* Problem:Most computers support a largelogical-addressspace(232t0264).
In these systems, the page-table itself becomes excessively large.
* Solution:Divide the page-table in to smaller picces,

T'wo Level Paging Algorithm:
* The page-table itself is also paged.
* This is also known as a forward-mapped page-table because address
translation works from the outer page-table inwards.

o
y ‘____*.---"""l-‘
=" - .
= /"/ : 10 £
=20 ]
-
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™= 100 B
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. =
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= | OB
—"'--________-_-1 - | i -
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[F:Ta1E -
x
- . o
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-
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| Figure: Atwo-level page-table scheme
For cxample:
Consider the system with a 32-bit logical-address space and a page-size of 4KB.
A logical-address is divided into
—20-hitpage-number and
, — | 2-hitpage-offset.
Since the page-table is paged, the page-number is further divided in 1o
— | )-hitpage-number and
—= | O-bitpage-olTset.
Thus, a logical-address is as follows:
page numbar page offsal
a I t i

phir fobdk (1 bue
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® owhere pyos an indes into the outer page table, and po is the
displacement within the page ol the inner page table
Phe wddress-translation method for this architecture is shown in below ligure.

Because address translation works from the outer page table inward, this scheme is
also known as a forward- mapped page table,

10.,‘.|_~.‘..1I a'll.‘h.'l'_'l-"‘.‘iﬁ
(1] EP; d I

| 1 |
T (.
- e T

page ol
page tabie

Figure: Address translation for a two-level 32-bit paging architecture

2. HashedPageTables

* Thisapproachisusedforhandlin gaddressspaceslargerthani 2bits.

*  The hash-value is the virtual page-number.

. F.'lchenu':,-':mi-.clmsh—ml:rle-:nmuinsai'tnkcd-l'tﬁmii.:Iemcnlallmllmshtnlln:snrm:
location (1o handle collisions).

L]

Each element consists of 3 fields:
. Virtual page-number
2. Value of the mapped page-frame and

3. Pointer to the next element in the linked-list.
The algorithm works as tollows:

The virtual page-number is hashed in to the hash-table,

The virtualpage-number is compared with the first element in the linked-
list.

» Ifthere is a match, the corresponding page-frame(feld2) is used o form the
desired physical-address.

® [l there is no match, subsequent entries in the linked-list are searched for a
matching virtual page-number,

phiysical

kegical addiess NCENGES
p Al EiE= '

.

. i | physical
fm""‘_:)—* _'—-Iqm‘lhlmwil'“- amony
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L & 4 o
= Has one eIy Tor eacly regl page of memory.

* Fachentny consistsofy il

“uddressofthepagestoredinthatrealm emory-
about the process that owns the page. P
Address consists of a iriplet=<process-id, page-number, offset=.
whiinyerted page-table entry is a pair<process-id, page-number>

location angd mlormation
*  Lach virtual-
. |

—— Wrghilql

Py Rl
iduirin
phiyucul
Hideryary
—_—
e
pager dilde

Figure: Inverted page-table
The algorithm works as follows:

I. When a memory-reference oceurs, part of the virtual-address, consisting of
<process-id. page-numberz, is presented to the memory subsystem.
The inverted page-table is then scarched for a maich,

If @ match is found. at entry i-then the physical-address=<i,offset> is
| generaled.

4. If no match is found, then an illegal address access has been attempted.
Advantage:
l. Decreases memory needed to store each page-table

| Disadvantages:
I, Increases amount of time needed to search table when a page reference
oceurs,

| 2. Difficulty implementing shared-memory
3. Identify the internal difference between Internal and External Fragmentation? (oM )
Internal fragmentation
IIn internal fragmentation fixed-sized memory, blocks square measure appointed
Lo process.
2. Internal fragmentation happens when the method or process is smaller than
the memory.

3.The solution of internal fragmentation is the best-fit block.

LI

ixed-sized partitions,

5. The difference between memory allocated and required space or memory is called
Internal fragmentation.

4. Internal fragmentation occurs when memory is divided into

| 6. Internal fragmentation occurs with paging and fixed partitioning.

7. It vecurs on the allocation of a process to a partition greater than the process's
leftover space causes degradation system performance.

8. Itoceurs in worst fit memory allocation method.

—

e
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External Fragmentintion:

T external Tragmentation, varable-sized memory blocks squire measure
apparnted 1 the methisd

atermal tragmentation happens when the method or process is removed,

The selution o extermal fragimentation is compaction and paging.

Estemal Fragmentation oceurs when memory is divided into variable slze rmrli!iuns
based on the siee of provesses.

Phe unused spaces formed between non-contiguous memory fragments are oo

=mall o serve a new process, which is called External lragmentation,

Esternal fragmentation oceurs with segmentation and dynamic partitioning,

Tt eccurs on the allocation of a process o a partition greater which is exactly the
SIME Memaory space as it is required.

It cccurs in best it and first (it memory allocation method.
4. ldentify the usage of contignous memory allocation and explain it with suitable

et (o )

ouou - :

® The main memory must accommeodate both the operating system and the various

user processes. Therefore we need to allocate the parts of the main memory in
the most efficient way possible.

¢ Memory is usually divided into 2 partitions: One for the resident OS. One for the
USET Processes.

* [Eachprocessiscontainedinasinglecontiguoussectionofmemory.

1. Memory Mapping and Protection

* Memory-protection means protecting OS from user-process and protecting user-
processes from one another.
¢  Memorv-protection is done using

o Relocation-register: contains the value of the smallest physical-address.
o Limit-register:contains the range of logical-addresses.

s  FEach logical-address must be less than the limit-register.

s The MMLU! maps the logical-address dynamically by adding the value in the
relocation- register. This mapped-address is sent to memory

e  When the CPU scheduler selects a process for execution ,the dispatcher loads the
relocation and limil-registers with the correct values.

® Because every address generated by the CPU is checked against these registers,
we can protect the OS from the running-process.

e The relocation-register scheme provides an effective way to allow the OS size to
change dynamically.

o Transient 08 code: Code that comes&goes as needed 10 save memory-space and
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overhead Lor unnecessary swapping,

limit relocation
regisier register J
] | Isgic:al A physical
address -~ . yes - address
CPU | <3 o 1) o
(B ——— < >=—{(") ooy | aw)

trap: addrassing arror

Figure:Hardwaresupportforrelocationandlimit-registers

Memory Alloeation

Two types of memory partitioning are:

-5

=

Fixed-sized partitioning
Variable-sized partitioning

. Fixed-sized Partitioning

The memory is divided in 1o fised-sized partitions,

Each partition may contain exactly one process,

The degree of multiprogramming is bound by the number of partitions.

When a partition is free. a process is selected from the input quene and loaded
into thelree partition,

When the process terminates .the partition becomes available tor another
process.

2 Variable-sized Partitioning

The O8 keeps a table indicating which parts of memory are available and which
parts are occupied,

A hale is a block ol available memory Normallv, memory contaims a set of holes
ol various sizes,

Initially. all memory is available for user-processes and considered one large

hole.
When a process arrives the process is allocated memory from a large hole.

I we find the hole ,we allocate only as much memory as is needed and keep the
remaining memory available to satisfy future requests.

PR
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Three strategies used to select a free hole from the set of available holes:

Pirst Fit: Allocate the first hole that is big enough.Searching can start
cither at the beginning of the set of holes or at the location where the
previous first-1it search ended.

- Best Fit: Allocate the smallest hole that is big enough. We must search

the entire list. unless the list is ordered by size. This strategy produces
the smallest leftover hole.

L]
B

Worst Fit: Allocate the largest hole. Again .we must search the entire
list ,unless it

is sorted by size. This strategy produces the largest leftover hole.

First-fit and best fit are better than worst fit in terms of decreasing time and
storage utilization.

(% '?//zé
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Q.N POINTS ' MARKS
0.
lial | Identify the usage of virtual memory and mention its advantages? (2+3M)
L]

Virtuslmemoryisatechniquethatallowsfortheesecutionapartially loaded process.

®  Advonloges;

® A program will not be limited by the amount of physical memory
that i availiable wser can able o write in 1o lrge virual space

u Singe cach program lukes less amount of physical memory. more
than one program could be run ol the same time which can incrense
(e throughpul andCPLD wtiliention.

L]

Less /o operation b5 meeded 1o swap or load wser program in Lo
memary. So ¢ach user program eould run faster.

=3

' : = I I =
p— .
. : I .
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ﬂnmlﬂdl m.md runlm_.. 7E npl-nn the steps in handling page

s

Ha)d

1. Demand patging is similar (o paging shstem 8 it

24 swapper manipulates the ¢nlire

fault using appropriate diagram

h swapping when we wanl o
- stherwise

execule 1 Process we swap the process the in o mamork oine

it will nit be loaded in 1o MEMOC} . | |

processes. where 45 4 pager manipulates

individual pages ol the process.
®  PBring a page into memory onl}
" Less 10 needed
" Less memory needed

when it is needed

®  Faster response

¥

Model the moving head disk mechanism and define the foll: nving Terms
ti)Sech time (iRotational delay (§iiMisk Randwidih

©  Seek Time:-Seek time is the time required to move the disk
arm te the required track

{ r—-“{lhﬂ'
b = e S

R

©  Rotational Latency (Rotational Delay)i- Rotational latency

is the time taken for the disk to rotate so that the required
sector comes under the r'w head.

©  Positioning time or random access Lime is the summation of
seek time and rotational delay.

o Disk Bapdwidth;- Disk bandwidth is the total number of
bytes transferred divided by total time between the first
request for service and the completion of last transfer.

© Transfer rate is the rate at which data flow between the drive
and the computer.

J

M
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Utilize different disk scheduling ulgnrfihn:.& and explain it with an example.
Request=]98,183,37,122,14.124.65.67|
Head starts at 53,
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Identify the usage of swap-space management and explain it with an example.

The amount of swap space needed on sy slem can vark depending on the amount

of physical memory. the amount of virtual memors it s backing. and the way in

which the virtual memory is used. It can range from u few megabyies of disk

space to gigabytes.

The swap space can overestimate or underestimated. It is saler [0 oyeresiimate

than 1o underéstimate the amount of swap space required. 11 system runs out ol

swap spacedue Lo underestimation ol space. it may be forced o abort processes ar

may crash entirely. Overestimation wastes disk space that could otherwise be
wsed lor Mles. but it does no other harm.

Example:

Solaris allocates swap space only when a page is forced oul of physical memory,
rather than when the virtual memaory page is first created.

Linux is similar (o Solaris in that swap space is only used for anonymaous memory

or for regions of memary shared by several processes, Linux allows ane or mare
swap areas 1o be established.

Model the NAS architecture with a neat diagram and explain it in detail?

Network-Attached Storage
I.A network-attached storage (NAS) device is a specinl-purpose storage sysiem
\hat is accessed remotely over a network as shown in the figure.
3 (lients secess network-gtiached storage vid 3 remote-procedure-call interface.
Ihe remote procedure calls (RPCs) are carried via TCP or UDP
over an 1P network usually the same local-ares network {LAN) carries

| all data traffic to the clients.

-
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; . arie way  lor all  the
I Nclworks  dltaelied  swoeage  provides convemenl Wil

computers on L AN I share o pool of sttrge fles.

dent
NAS -

et
NAS

d |

b
Make use of access matrix method and explain how to provide system protection.

ACCESS MATRIX '

Our model of protection can bawiewed as a matriy. called an access matrix. It isa
general model ol protection that provides a mechanism for protection without
imposinga partieular protection policy. " e
The rows of the access matris represent domains, and the columns represent objects.
Each entry in the matrix consists of n set of nccess rights,

The entry access(i.j) defines the set of operations that 8 process executing in
domain [ ean invoke on ohject O,

m"ﬂd F £ A painsg;
o, raac raad
T.. s ; = |
o, mad | sEacuin
| & | e Vike

In the above diagram. there are four domains and four objects—three files (F1.
F2, F3) and one printer. A process execuling in domain D1 can read files F1 and
F3. A process execuling in domain D4 has the same privileges as one executing in
domain D12 but in addition, it can also write onto files F1 and F3.

When a user ereates o new object Of, the column O] is added to the access matrix
with the appropriate initialization entrics. as dictated by the ereator,




Kdentify the Linus hemel module and explain it in detail.

Ihe hernel is responsible for maintaining
" the: pperatingsy stent,
o

the important abstractions of

Kemel code exeeutes in kernel mode

with full access wo all the
plissical resources ofthe compuler.

o All kernel code and data struetures are kept in the same single address

space.
syalerm- JEET
st
rianggeTient ulility comDiers
progiame pPrOCEssas programs .‘
systevm shared Iibrangs
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1. Solve and find the effective access lime . given the memuory access time is 200 nano [+
seconds and average page lault service time is & milliscconds
Effeetivie ecess tme=t 1-Pr mo+P*pupgelaol (=8 2milliseconds
3 Consider the page reference string 7.0.1.2.0,3.0.4.2.3,0.3.2,1.2.0.1.7.0.) for & memory
with 3 frames, Salve and determine the number of page faults using Oplimal replacement M
algorithm
4 o 2. ® 3 0 4 2 0
1 —
i 0 0.
' 3
'z 3 b
b2 0 |

bE
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\ ':m:ll."'lq.-n:'[' dircetory and twa Tesel directory * Mention its iM=3M
b i

o) | ddentify the ditterence bt
anly anbages o disadyantiages.
Aits - -
nma?nqw??
Flise L_L L "L (L -43 -D ol
1he simplest direelory struclure i Ui single=level directory.
came directors . which is casy o support and understand

All Tiles pre contained in the

Directons structure is single, unqueness ol file name has to be maintained. which

dilTicult when there are multiple users.

Pven o single user on a single-level directory may find it difficult to remember
e names of all the files as the number of [iles ingreases.
1t i not uncomtman for a user 1 have hundreds of files on one
sl an equal number ol additional files on another system. Keeping track ol so many
1iles is a daunting tosk,
I. Two-Level Directory

o Inthe two-level directory structure, each user has its own user file
directory (LFD). The UFDs have similar structures. but cach lists
only the files of a single user.

s When a user refers to a particular file. only his own UFD is searched.
Different users may have files with the same name, as long as all the
file names within each UFD are unigue.

e Tocreate a file for a user. the operating system searches only that
user's UFD to ascertain whether another file of that name exists. To
delete a file. the operating system confines its search to the local UFD
thus: it cannot accidentally delete another user'sfile that has the same

compuler sysicm

name,

s When a user job starts or @ user logs in. the system’s Master file
directory (MFD) is searched. The MFD is indexed byuser name or
account number. and each entry points to the UFD for that user.

i

ﬂwzlgflfigiz! f+

»  No lilename-collision among different users,
" (fheient searching,

| i
®  Llsers arisolated fronmone another and can’t cooperate on the
I same sk, )
. A [

Wihy Make use of contiguous and Linked disk space ullocation miethods and explain i

with a neal diagrant .

i onliguons allocation:
| Requires that cuch file oceupy a set ol contiguous blucks on the disk i
2 Accessing o Tile is casy - onlynecd the slarting location (bluck #) and length i numsber

4]_ ol blocks) [ S SRS

Any




30

3. Contiguous allocation of @ file is defined by the disk oddress and lengthiin block
it il the first block, 10 the [le s oblocks long and stans at location bthen it

vccupies blocks A b . &+ 2 A= 1L The directory entry Tor each 1ile
inmdeeates the address of the starking h1|1|..l~. and the length of the area allocated For this
lle.

4 Accessing o Tile that has been allocated contigoously is easy. For segquential awcess,

thefile system remembers the disk address of the Tast block referenced and when

| necessary. reads the next block, For direct aceess 1o block § of o fle that starts o

block b we can immedistely access block b + @ Thus, both sequential and direet
gecess can be supported by contiguous allocation.
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Linked Alloeation:
®  Splves the problems of contiguous allocation

®  Eich file is o linked list of disk blocks:blocks may be scatlered any
where on the disk

¢ The directory contains a pointer 1o the first and last blocks of a file
®  Creating a new file requires only crention of @ niw eniry in the

directory

A drive has 200 evlinders 0 1o 199.Head starts a1 53 o serve the request quede.
OR.183.37.122. 14, 124.65.67 Solve and Draw disk head schedule diagram and esplain for
FCFS.8STF.C-SCAN and C-LOOK.
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; Thentify e compuonenis of il sy shemy
| Components pfa Linus System

o Like most UNIX implementations, |inus is composed o three muin bodies

of e themost iimporant distinetion between the kernel and all other
COR s,
b The kepmel is responsible for maintaining the important abstractions ol
e aperibingsystenn,
o Kemel code exeeutes in kemel mode with Tull aecuss o all the physical
resonrees olthe compuier.
o Al kernel code and dita strctures are kept in the same single address

LRI
Hilasine T ldnit
g nnl iy AT
T shehion LTI

syulinm uhaned libranes

[RITTER T

loadath kornd | miios

2. The system libraries define o standard set ol functions through  which
applications interact with the kernel. and which implement muich ol the
operaling=system lunctionality that does mol need the full privileges ol kernel
conde,

1. The system utilities perform individual specialized management

Identify the usage ol forkl ) and exect) system calls in Lnus and a program o
implement these system calls.

Forkl) is used Lo Cremed new procsss
Exeel ) is used Lo execute o new program under Hil process,
L
' i
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Identify the usape of disk fermatling and explain the Fillosing jerms
i Fosct blisck 171 Iad Block sith s dragram

Thie process of dividing the disk o sectors and Tilling the disk with
spevinl data structure s called hvicslevel formatting. Sechor 1s the smalles
it of aria (hat is read written by the dik controller. The dats struciune
for o sector typically consists of a beader. o data area (wsually 512
bytes in size) and a trafler. The header and trailer contain infiemation
uned by the disk eontroller. such as a sevtor number and an error-
correching code (10U,
When the contruller writes & sectin of data during normul 1O, the FOU is
updated with 4 value caleulated from all the bites in the duta arch. When a
sector is read, the EUC iy recaleulated and is compared with the stored value.
I the stored and caleulated numbers are dilferent. this mismutch indicates
that the data area of the sector has hecome corrupted and thit the disk sectoe
may be bad,
Most hard disks are low-level- formatted i the factory 4 » pan of the
manufacturing process. This formatting enables the manulaciurer o test the
disk and to initialize the mapping from logical block numbers o defeci-free
sectors on the disk.
When the disk controller is instructed for fow-level-formatting of the disk,
the size of data Block of 41l sector sit can also be wold how many bytes of data
space to leave between the header and trailer of all sectors. It is of sizes, such
as 256, $12. and 1.024 bytes Formatting 3 disk with a larger sectov sige
means that fewer sectors can fit on each track: but it also means that fewer
headers and trailers are written on each track and more space is availahle for
user dota.

The operating system needs to record its own data structures an the disk. 1L does s

in two stepi.e., Partition and logical formanting.




. En:l.lnnu fs o partition the disk inlo one oF MO growps of eylinders. r! I:::
operating system can treal eich partition s though il were & ﬂ:cpmlu s 8
For instanee, one parlition can hold @ copy of the operaling Syslems

executabile code, while another holds user files. 1

- Mow, the operaling
system stores the initial fle-system data struetures onto the disk. These data
structires may include maps of free and allocated space (a FAT or modes)
and an initial empty divectory.

12

Boot block:
When a computer s switehed on or rebooted. it must have an initial program lo aun.
This iscalled the bootstrap program.
The hoolstrap progrm —
Initiulizes the CPU registers. deviee controllers, main memory, and then
storts theoperaling system,
Locotes and loads the operating system from the disk
Jumps 1o beginning the operdling-system execulion.
Bad Blocl

Disks are prone Lo failure of sectors due 1o the fast movement of riw head,
Sometimes thewhole disk will he changed. Such group of sectors that are defeetive
are called as bad blocks.

Signaiure u, Course Incharge Sighature of HOD




